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Abstract: Genetic Programming (GP) is one of the most promising Evolutionary Programming techniques for Data Classification. Despite 
GP is more expedient for Classification, still it suffers from certain drawbacks due to the lack of efficient GP Operators. Hence, this paper 
presents the various identified issues of the existing GP Operators and proposes the desirable characteristics for the new GP Operator for 
efficient Data Classification. 
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1 INTRODUCTION 
Since the emergence of massive data collection technology, 
the implementation of modern Data Mining (DM) 
techniques are always playing vital role in the analysis of 
large volumes of data (Zeta Bytes) with complex data 
formats. Among the various DM techniques, Classification 
is the most studied issue, due to its significance in decision 
making process [1]. Genetic Programming is an 
evolutionary programming strategy to address 
Classification task more effectively [2] [4] [5] [6] [14]. 
Among the various steps of GP Classification, GP 
Operators play a vital role in carrying out the Classification 
task. At present there are certain issues with the existing GP 
Operators and there is a great need of new GP Operators 
for efficient Classification [16]. Hence this paper proposes 
the desirable characteristics for new GP Operator by 
presenting the identified drawbacks of existing GP 
Operators. Section 2 provides the GP Classification process, 
Section 3 presents standard GP operators with their 
drawbacks, and section 4 presents a proposal for desirable 
characteristics for the proposed GP operator and 
Conclusion in section 5.  
 
2 GP CLASSIFICATION PROCESS  
The typical GP Classification Algorithm consists of 
subtasks like individual representation, applying the GP 
operators and classification accuracy computation [6]. The 
following diagram depicts the GP Classification process. 
  

 

Figure 1: Typical GP Classification Process 

Among various subtasks of GP Classification algorithm, GP 
Operators play a vital role. 
3 STANDARD GP OPERATORS AND THEIR ISSUES   
The GP Operators are applied to the individuals of the 
population to give birth to the new population (next 
generation) [3] [12]. The GP Operators perform operations 
that simulate the natural genetic operations and manipulate 
the structures of individuals during evolution process. The 
following are the standard GP Operators [3] [10] [11]. 

 
1. Reproduction 
2. Crossover 
3. Mutation 

  
The selection process of GP operators to form the new 
offspring from the current population is based on 
Probability theory. The Statistical Probability is calculated 
for each of the selection operators to generate the offspring 
in tree evolution process. The overall probability to create 
new offspring in the next generation of tree is equals to 1.  
Pm + Pc + Pr = 1     
 Where:-  
 Pm  : The probability of Mutation 
 Pc   : The probability of Crossover 
 Pr   : The probability of Reproduction 

3.1. Reproduction  
Reproduction operator selects individuals from the 
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population, preferably the fittest ones, and copies them into 
the next generation [3] [11]. The process of copying the 
fittest individuals to the next generation is called elitism.  
The reproduction operator primarily involves making an 
exact copy of the individual and placing into the 
population [9]. The goal of reproduction is to increase the 
prevalence of individuals which have proven themselves fit 
to solve the problem. This gives good individuals a greater 
chance of being preserved, reducing the risk of losing fit 
individuals.  

3.2. Issues in Reproduction Operator 
Reproduction operator is important, but too much can 
really hurt a GP run [13]. Reproduction operator eliminates 
the diversity and prevents the further change in the 
evolution process due to its nature in selection of the fittest 
individuals for next generation. 
  
3.3. Crossover  
The Crossover operator is generally most prevalent 
operator used in GP [3] [11]. The objective of Crossover is to 
exploit the existing genetic material in a population. 
Crossover operator combines the genetic material from two 
parent program trees to generate two offspring trees. In 
each parent tree, the crossover point is randomly selected; 
the two offspring trees are created by swapping the sub-
trees below the crossover point on each of the parent trees. 
This process can be seen in the following fig 
 

 

Figure 2: Evolution Process with Crossover Operator 

3.4. Issues in Crossover Operator 
The following are the major issues with the Crossover 
operator. 

  
• Un-manageable fitness Evaluation 
• Code Growth 

 
After few generations with Crossover operation, the 
population would be with big individuals, carrying out 
fitness calculation on these big individuals is 
unmanageable and unfeasible. Crossover operation 
produces a large change in behavior of individuals; 
generally this nature tends to the Code growth problem [8] 
[15]. The large amount of code growth results an increase in 
average tree size without a corresponding increase in 
fitness [7]. 

3.5. Mutation  
The Mutation operator performs random changes in the 
existing program Tree [3] . The Mutation operator selects an 
individual based on fitness proportional selection 
randomly from among the set of functions and terminals 
making up the original individual as the point of mutation 
[10] [11]. The mutation point, along with the sub-tree 
stemming from the mutation point, is then removed from 
the tree, and replaced with a new, randomly generated sub-
tree. The new sub tree being inserted into the tree to form a 
new individual in the population described in the following 
fig. 
 

 

Figure 3: Evolution Process with Mutation Operator 

3.6. Issues in Mutation Operator  
The Mutation operator affects the individual by replacing a 
selected node randomly in the population [11]. Due to 
random selection behavior of the Mutation operator in 
evolution process, the occurrence of poor individual 
programs would increase. Fitness evaluation on poor 
individuals adds more complexity. 
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The following table presents the abstract of standard GP 
Operators and their issues. 

Table 1: Standard GP Operators and their issues 

GP Operator Selection 
Behavior of the 
Individuals for 
next generation 

Issues 

Reproduction Selects the fittest 
individual only 

Prevents the 
evolution 
changes. 

Crossover Random 
Selection 

Un-manageable 
fitness evaluation 
and Code growth 

Mutation Fitness 
proportional 
selection 
randomly from 
Function and 
Terminal sets. 

Poor individuals 
and more time 
consumption for 
fitness evaluation. 

 
4 PROPOSED GP OPERATOR 
To overcome above mentioned drawbacks of existing GP 
Operators, it is desirable to design new GP operator for 
efficient GP classification process. The following are the 
desirable characteristics for the proposed new GP operator 
for efficient GP Classification. 

4.1. Desirable characteristics for New GP Operator  
• The new operator should be constructive, so that 

the successor individuals would be better than 
their parents in evolution process. 

• The new operator must preserve the syntactic 
correctness in each generation and must maintain 
the legal syntactic structure for new individuals. 

• The new operator must be able to force population 
to converge to a better space of solution even 
maintaining the diversity for exploitation.  

• The new operator must not lead to unmanageable 
individuals in order avoid the bloat problem. 

• The new operator must yield the highest overall 
fitness before bloat puts an effective stop to 
evolution.  

o A new operator must increase the 
likelihood of high fitness offspring 
without significantly increasing the 
computational cost. 

o Be applicable to all kinds of problem-
solutions and should not involve extra 
computation time.  

• It should be easy to implement. 
 

5 CONCLUSION 
In this paper we have proposed a new GP Operator in 
order to improvise the GP Classification technique for 

efficient Classification. Presently, we are implementing the 
proposed GP Operator. In future, we will present the 
complete description, implementation details with test 
results of the proposed GP Operator. 
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